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ABSTRACT

"' “Viscous effects in low-density nozzle flows were investigated

numerlcally, and comparisons were made with experimental data. The
numerlcal method of Patankar and Spalding was modified to solve the
internal laminar boundary-layer equations for two-dimensional flow or
axisymmetric flow with or without transverse curvature. A listing is
given of the computer code. Boundary-layer displacement thicknesses
for'typical nozzle geometries and flow conditions are presented.
Solutions were obtained for specific conditions corresponding to experi-
menfal data. The result is a relatively fast, simple to use numerical
procedure, which is shown to give results in good agreement with
experimental data.,
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SECTION 1
INTRODUCTION

Investigations of viscous effects in low-density gas flows in two-
dimensional and axisymmetric channels and nozzles have been con-
ducted during the past few years in support of the design of low-density
wind tunnel facilities and small microthrust rockets used for space-
craft attitude control. In addition to these areas of interest, there are
two other areas where attention to viscous effects is required. One is
that of internal boundary-layer scaling. When the nozzle and/or plume
flow of a rocket engine is to be investigated in a wind tunnel or space
chamber, it is usually necessary to significantly reduce the size of the
nozzle used. To achieve adequate simulation, the model nozzle viscous
effects must appropriately simulate those of the actual rocket. A spe-
cific example of this problem is found in the laboratory study of rocket
exhaust plumes interacting with the free-stream (Ref. 1). The other
area of interest is associated with the study of gas dynamic and chemi-
cal lasers (Ref. 2). The total laser power output is influenced by the
static gas pressure in the optical cavity just downstream of the nozzle
exit. Since the nozzles used are small and since they operate at rela-
tively high total temperatures, the nozzle viscous effects significantly
influence the nozzle static pressure distribution. Although numerous
comparisons with experimental data from low-density wind tunnel
nozzles will be presented to check the accuracy of the results, the
present investigation was motivated by the current interest in rocket
nozzle scaling and the viscous effects on the operation of gas dynamic
and chemical laser systems.

Some previous investigations of the design and analysis of low-
density wind tunnel nozzles are given in Refs. 3 through 5. The
method of Potter and Carden (Ref. 3) was developed to design nozzles
for particular test section flow conditions. It is based on an integral
technique which uses the similar solutions of Cohen and Reshotko
(Ref. 6). Although the work of Potter and Carden (Ref. 3) has proved
successful for the design of nozzles to produce desired flow conditions,
it is not directly applicable to the analysis of specified nozzle geometry.
Also, non-similar solutions presented in Ref. 4 indicate that similarity
does not exist in nozzle flows, particularly near the throat, and as a
consequence, inaccuracies may result from the use of similar solutions
for relatively short nozzles.
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The method presented in Refs. 4 and 5 solves the non-similar
laminar boundary-layer equations with or without first-order transverse
curvature (referred to as second-order in Refs, 4 and 7), with or with-
out velocity slip and temperature jump boundary conditions, and it has
been shown to be accurate. However, the method has certain disadvan-
tages: (1) the numerical integration scheme is that of Jaffe, Lind, and
Smith (Ref. 7) which requires a relatively large amount of computer
time, (2) the computer program is large and not necessarily simple to
use, (3) the transformation variables are not amenable to internal flow
problems, and (4) large flow expansions frequently require interpo-
lating the solutions, changing the numerical step size across the nozzle,
and resuming the calculations. These disadvantages discourage the use
of the method described in Refs. 4 and 5.

The methods described in Refs, 3 through 5 assume that the nozzle
flow consists of a viscous region and an inviscid (core) region. Some
previous investigations which are not restricted to such flows, but per-
mit viscous effects across the entire channel, are described in Refs. 8
through 10, These investigations are more suitable for the study of
flow in microthrust rockets where the flow may be fully viscous, How-
ever, these methods also have certain disadvantages for the present
application. The works of Adams (Ref. 8) and Williams (Ref. 9) are
based on similar solutions, the conditions for which are not likely to be
satisfied by a large class of practical problems. The work of Rae
(Ref. 10) is a significant contribution to the study of low-density nozzle
flows, and this method will be discussed further in this report.
Numerical results from Rae's method will be compared with results
from Ref, 5, results obtained in the present investigation, and experi-
mental data, Rae's method was shown to give good results for fully
viscous flows (Ref. 10); however, it will be shown herein to be less
accurate than the method of Refs. 4 and 5 or the present method for the
flow regime of interest in this investigation,

The objectives of the present investigation are: (1) to provide
results for estimating the viscous effects in low-density converging-
diverging nozzle flows based on certain flow parameters and nozzle
geometries, and (2) to provide a fast, simple to use method for calcu-
lating viscous effects in low-density nozzle flows. To meet these ob-
jectives, the numerical integration scheme of Patankar and Spalding .
(Ref. 11) was used., In fact, the program used for this work was taken
directly from Ref, 11 and then suitably modified for internal, low-
density flows., The resulting program is similar to that of Mayne
(Ref. 2) except for the numerical scheme used near the wall. Also, the
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present work is based on a set of dimensionless equations which reduces
the amount of input and provides more convenient solutions in the sense
that they are applicable to flows which satisfy certain parameters

rather than specific inputs of pressure, temperature, etc.

The following section describes the governing equations and boundary
conditions, the variables used to nondimensionlize the equations, and the
transformed equations. Section III describes briefly the numerical solu-
tion as well as some of the computational difficulties which have been
encountered with this program. Section IV is devoted to numerical re-
sults and Section V to comparisons of the present results with previous
theoretical investigations and experimental data. Some conclusions are
given in Section VI,

SECTION 1t
BASIC EQUATIONS

The governing system of equations and the boundary conditions are
presented in this section. Certain dimensionless and transformation
variables are introduced and used to transform the governing equations
for convenience of the numerical solution. Also, the boundary-layer
displacement thickness is derived in the transformed plane. Although
the program will solve the two-dimensional equations or axisymmetric
equations with or without transverse curvature, only the equations
appropriate to the latter with the transverse curvature terms retained
are considered here in detail because they are more general. The two-
dimensional equations can be obtained from the equations considered by
setting r = 1, and the axisymmetric equations without transverse curva-
ture can be obtained by setting r = ry,.

2.1 GOVERNING EQUATIONS
The governing system of equations is taken as that obtained by
Probstein and Elliott (Ref, 12), The equations in curvilinear coordinates

are:

Continuity Equation

dlpur) . dlpvn) =
Tax t Ty 0 (1)
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Momentum Equation

(2)

Total Energy Equation
aw, o _ 19§y an (-2 aa]
puax P‘ay_ray)r Pray+# —Prua}'g

The total energy equation is obtained by multiplying the momentum
equation by u and adding the result to the static energy equation. The
coordinate system is defined in Fig. 1 (Appendix I) with the r(x,y)
term defined for internal flow as

(3)

r(x,3) = r (x) — ) cosa (2)

Probstein and Elliott (Ref. 12) obtained Egs. (1) through (3) by an
order of magnitude analysis of the general forms of the continuity equa-
tion, Navier-Stokes momentum equations, and energy equation. The
assumptions made in the analysis were that the ratio of the boundary-
layer thickness to the longitudinal radius of curvature of the body sur-
face was small compared to unity, and the ratio of the boundary-
layer thickness to the nozzle radius was on the order of unity.
Therefore, Eqgs. (1) through (3) are valid for nozzles which have a
longitudinal radius of curvature much larger than the nozzle radius.
This stipulation is normally satisfied by axisymmetric convergent-
divergent nozzles used for low-density wind tunnels, rockets, and
gas dynamic and chemical laser systems.

The axisymmetric boundary-layer equations without transverse
curvature terms correspond to those which can be obtained from
Egs. (1) through (3) by replacing r(x, y) with ry(x) as stated above.
Because ry,(x) is a function of x only, it can be eliminated from Egs. (2)
and (3), and therefore appears only in the continuity equation., The re-
sulting set of equations can be used to describe internal or external
boundary layers. It was shown in Ref, 5, by solutions with and without
the transverse curvature terms, that the effect of transverse curvature
is important for &/ry(x) ~ 0(1),
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Implicit in Eq. (2) by the use of the total derivative of p with re-
spect to x is the y component of the momentum equation as given by

dy (5)

The validity of this equation is sometimes questioned for thick laminar
boundary layers. However, the analysis of Probstein and Elliott

(Ref. 12) indicates that this equation is consistent with the other equa-
tions in the governing set. Equation (5) was used in Refs. 4 and 5,

and good agreement between calculated and measured boundary-layer
profiles was obtained for flow conditions where 99 percent of the cross-
sectional area of a nozzle was boundary layer,

For the boundary conditions at the edge of the boundary layer, it
was assumed that an isentropic core flow exists along the nozzle center-
line, from which the flow properties at the edge of the boundary layer
can be calculated. The boundary conditions at the nozzle wall were
taken as zero velocity and a prescribed wall temperature distribution
or a prescribed wall heat-transfer distribution. Solutions were pre-
sented in Ref, 5 with and without velocity slip and temperature jump
boundary conditions. For the conditions investigated in Ref., 5, it was
found that the nozzle flow merged (that is, the boundary layer com-
pletely filled the nozzle) before velocity slip and temperature jump
became significant. Therefore, no-slip wall boundary conditions were
assumed adequate for this investigation.

The system of equations is completed by using the equation of state,

p = pRT, and expressing the viscosity as some function of T, ¢ = u(T).
The governing equations are next made dimensionless.,

2.2 NONDIMENSIONALIZED EQUATIONS

Dimensionless variables are used to nondimensionalize the govern-
ing equations as follows:

=L (62 pep (6a) P T},—”)——— (6g)
T ;‘T po
- v — i
y = = (6b) I = —}c (6e) = (u)y (6h)
A%
T=L (62 _
= c i _:_ (6£) - (61)
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Using these equations in Egs. (1) through (3) gives for the continuity,
momentum, and total energy equation, respectively,

dp t u) . dpr v)

% 5 - (7)
Sedi L gudi & @F 19 (Fﬁﬁ
Jx oy ax  RegeTay \ oy (8)
and
g, oo @% 19 { I:F au F( 1)Eau]
u 3= = = o = = = = - == =
X dy Re . T dy Pr dy Pr, Y @)
where
plan )%t
€ » = —
o,r " (10)

A few comments are in order concernlng the choice of the dimen-
sionless variables, Note that (Hp) 1/2 a5 used to normalize the velocity
components u a}1d v instead of the more commonly used maximum
velocity (2H, )1 The motivation for this was to recover the same
form of the boundary-layer equatlons in dimensionless variables as in
physical plane variables. If (2Hg) 1/2 were used in Egs. (6h) and (6i) in
place of (H,) 1/2 , then the term Z [1 - (1/Pr)]udu/8y in the right hand
side of Eq. (9) would be 22 [1 - (1/Pr)]udu/ &y, Whlch would not be the
same as in Eq. (3). The maximum velocity (2H, )1/2 was used in the
definition of Rey ,* for convenlence This introduces the term (2)~1
as a coefficient of Req, p*, but since Reg, r* is a constant for each
solution, the constant (2) 1/2 causes no inconveniences 1n the numerlcal
solutions. Note that by defining a new viscosity, # = (2) 1/2 E/ Reg, r*,
Eqgs. (7) through (9) are identical to Eqs, (1) through (3). This, in fact,
was done in the numerical computations.

For a given set of initial conditions, boundary conditions, v, Pr,
nozzle geometry, etc., the solution to Eqgs. (7) through (9) depends
only on Re, ..*if a power law viscosity variation with temperature is
assumed, 1.e , E=T¢ = (T/T0)§ However, if, for example,
Sutherland's viscosity law is assumed, then the solutions will also
depend on the absolute value of temperature. Because the calculation of
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viscosity is carried out in a separate subroutine in the computer pro-
gram, it is convenient to use any viscosity law desired. Solutions will
be presented for both Sutherland's law and power law variations of
viscosity.

2.3 TRANSFORMED EQUATIONS

Equations (7) through (9) were transformed from the dimensionless
physical X - ¥ plane to the § - v plane by the transformation variables

&x) = x (11)
and
o YED - U
R (12)

where ¥(X,¥) is the stream function which identically satisfies the con-
tinuity equation, Eq. (7), i.e.,

oY —

a—7 = =pvVvr (13)
and

o

3 = PuT (14)

The transformation used is that due to von Mises with w introduced to
restrict the integration across the boundary layer from zero to unity.
The subscripts I and E denote the inner and outer edge of the boundary
layer, respectively, and 7 and yg are functions of X only. The
operators (8/98%) and (8/9y) are given by

dadn B d 3 (G b Wy o WE) 9
o O T3 30 "9 T\WI T & Ty &/ow (15)
and

9 _9w 9 _dwdyd

Jy " Or 0w _ 0% 9y dw (16)
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Using Egs. (12) through (14) in Egs. (15) and (16) and applying them to
Egs. (8) and (9) give for the momentum and total energy equations

| att (EPR-T) v % 8 (TEIE. d5| 1 &
a; ¢E-¢] aﬁ) - neo,r: 3&) (')[I —¢])2 aﬁ.) - iJ-l— dx (17)
and
i Mt ol -Th) gi % §o [v5wg o
0? I/IE—l/ll 3m “eo,r. ) (L"E-L',’])z Pr 30 (18)
2 _ _2
. d|r pug (1__])a(u/2)
am ('I:"E-l.b])? Pr 3m
where
&y _.
d_;_ =T rlml (19)
and
dy .
a5 - TTEME (20)

and where £(X) has been replaced by X. Except for the constant

(2)1/2/Req, p*, Egs. (17) and (18) are identical to the momentum and
total energy equations for external flow which are solved numerically
by the method of Patankar and Spalding (Ref. 11), The calculation of
the mass transfer fluxes mj and mp will be discussed in Section III,

The boundary-layer displacement thickness was used to calculate
an effective nozzle geometry which in turn was used to calculate an
axial pressure distribution. The displacement thickness, 6*, which
takes into account transverse curvature is expressed by Probstein and
Elliott (Ref. 12) as

L] Yy

o E
j; 2nr ppup dy = j'o 2mr(ppup ~ pudy (21)
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Solving Eq. (21) for 5" gives

%
- =2 2 cosal7. 7 ?E2°°5“ Y- ¥
5 Tw w T frosalyg w= 2 - PEVE (22)
2 ]

™

A quadratic equation for &* must be solved to obtain Eq. (22) from
Eq. (21). The positive sign was chosen so that §*/r™ < T/ cos a.
The displacement thicknesses for axisymmetric flows without trans-
verse curvature and planar flows can be obtained by using (rw)" in
place of r in Eq, {21). The displacement thicknesses are then given

by

o Wg =¥y
=Y - T V5.5

rw) PEE (23)

-|.| (7]

where v = 0 for planar flows and v = 1 for axisymmetric flows without
transverse curvature.

SECTION Il
NUMERICAL SOLUTION

The numerical solution of Eqs. (17) and (18) is discussed in this
section. The basic scheme is briefly described and a listing of the
computer code is presented. A description of the necessary inputs to
the program is given, and some computational difficulties which have
been encountered with the program are discussed,

3.1 BASIC SCHEME

As previously stated, the basic numerical integration scheme of
Patankar and Spalding (Ref. 11) was suitably modified and used to solve
the governing internal flow equations pertinent to the present investiga-
tion. Because the flow regime of the present investigation was entirely
laminar, some subroutines of the computer code listed in Ref, 11 which
were associated with turbulent flow were removed for the present code.
Also, most, but not all, statements pertaining to turbulent flow were
removed. The computer code as used for the present investigation is
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listed in Appendix III, Essentially this same program was used on two
different computers at AEDC, a Scientific Data Systems (SDS) 2300 and
an International Business Machines (IBM) 370/155, The code in
Appendix III is the one used on the IBM 370/155,

The basic numerical scheme used by Patankar and Spalding is dis-
cussed in detail in Ref, 11, One of the primary features of this finite
difference technique is that the set of linear algebraic equations which
must be solved has only three unknowns in each equation, and this set
can be solved by simple successive substitution (Gauss reduction, or
elimination, Ref, 13) rather than by matrix inversion, This technique
provides a saving in computational time, For example, the time re-
quired to solve the algebraic equations by elimination (at a fixed X
location) is proportional to the number of unknowns, whereas the time
required to solve the equations by matrix inversion is proportional to
the square of the number of unknowns (Ref, 13), On the IBM 370/155,
a solution at a fixed X location required approximately 0, 6 sec using
200 grid points across the boundary layer (w direction) in single pre-
cision. The corresponding time required on the SDS 9300 was approxi-
mately 10 sec. The IBM 370/155 carried 8 digits in single precision,
whereas the SDS 9300 carried 12,

The general method of solution consisted of matching the inviscid
and viscous flow regions in the nozzle by iterating on the axial pressure
distribution, An initial guess of the axial pressure distribution through-
out the nozzle is made, and a solution is obtained. The displacement
thickness calculated in this solution is used to obtain an effective nozzle
geometry which in turn is used to calculate a new pressure distribution
from one-dimensional, perfect gas, expansion theory. A typical itera-
tion and convergence process is fllustrated in Fig., 2, The use of one-
dimensional perfect gas expansion theory as opposed to a method-of-
characteristics solution, for example, seems justified on the basis of
the agreement with experimental data in Section V. The same iteration
process as used here and some suggestions for choosing the initial pres-
sure distribution are discussed further by Whitfield and Lewis (Ref. 3).

The symbols and subroutines used in the Patankar and Spalding
code are clearly defined and discussed in Ref, 11, Therefore, the
remainder of this section is directed toward the modifications and
additions which have been made to the code of Ref. 11,

10
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The input requirements to this program are particularly simple.
The input was modified somewhat from that of the original code (Ref, 11),
and the input variables are described below in the order they are read-
in in the present code (Appendix III),

SYMBOL

KRAD

IDIMEN

NEQ

KEX

DESCRIPTION

This input permits the treatment of plane flows
and axisymmetric flows with first-order trans-
verse curvature, Also, although not pointed out
in Ref. 11, axisymmetric flows without trans-
verse curvature can be treated by setting

KRAD =0, Plane flows can be treated by set-
ting KRAD = 0 and 7y (X) = 1 (or a constant).
Axisymmetric flows including first-order trans-
verse curvature are treated by setting KRAD =1
(at least not zero) and using the actual geometry

Tw(@.

If the nozzle considered is two-dimensional, set
IDIMEN = 0. This sets Ty (x) = 1 in subroutine
RAD, If the nozzle considered is axisymmetric
set IDIMEN =1,

This is the number of partial differential equations
to be solved, The code of Ref, 11 also includes
the solution to the equation for the conservation

of chemical species. However, this equation was
never considered in this investigation and only the
momentum and total energy equations were used,
in which case NEQ = 2, The chemical species
equation is, however, retained in the present
code,

This input specifies the type of E boundary. It
can be either 1, 2, or 3, according to whether
the E boundary is a wall, free boundary, or a
symmetry line, respectively. However, in the
present investigation KEX was always 2, i.e.,

E was a free boundary, and certain modifications
must be made to the present code if anything
other than KEX = 2 is used.

11
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KIN

IHEAT

REQRS
ZETA

PR(1)
GAM
ALPHA
XR

USUP

This is similar to KEX except KIN specified the
type of I boundary. Ior the present code KIN =1
must be used; otherwise certain modifications
must be made.

This is used in subroutine I'BC and indicates a
wall temperature boundary condition if IHEAT =1
and a wall heat-transfer rate if JHEAT # 1, In the
present code, the only wall heat flux considered
was zero, i, e,, an adiabatic wall, If a heat flux
other than zero is prescribed, then a few state-
ments in subroutine SLIP must be modified (see
Ref. 11). The only wall temperatute distribution
considered in the present work was Ty,/Ty = con-
stant. However, subroutine FBC is easily modi-
fied to accommodate any desired variation of Ty,.

This is the number of strips across the boundary
layer, i.e., in the w direction. It must always
be at least three less than the dimensions of the
arrays of the variables across the layer, e.g.,
the maximum N which can be used with the di-
mensions of the arrays in the present code is 197,

Reservoir Reynolds number, Rey ,.*.
?

Exponent in the power law variation of viscosity
with temperature, 4 ~T

Prandtl number, Pr
Ratio of specific heats, 7
Nozzle wall half-angle, a

Longitudinal radius of curvature of the nozzle up-
stream of the throat, R

Termination condition for the computations, maxi-
mum value of X

This input controls the location of the E boundary.
It is associated with the entrainment rate and it
will be discussed in the following subsection,
USUP was varied from 0. 99 to 0. 999, and was
usually 0. 995,
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YSTART Initial velocity and total enthalpy profiles were
calculated from the expressions u/upz = 2n-n2 and
H/Hg = Hy/Ho + [1-(Hy,/Hy) lu/up where n = y/yg
and y- = YSTART. Suggestions for choosing
YSTART will be given in the following subsection.
A typical value of YSTART is 0, 3.

TWTQ Ratio of wall to total temperature, T,/Tg

XSTEP Specification of the integration step~size in the
X direction in terms of local wall radius, e.g.,
step size, DX, is given by the product of XSTECP
times ¥y, A typical value of XSTEP is 0. 05,

LMAX Number of X locations where an input pressure is
specified,
XX(L) Array of x locations where an input pressure is

specified. Array goes from 1 to LMAX,

POP(L) Input pressure for corresponding X location, XX(L).
Array goes from 1 to LMAX,

The last three inputs, LMAX, XX(L), and POP(L), arc read-in in
subroutine PRE, the other inputs are rcad-in in subroutine BEGIN,

Because of the nature of the process involved in iterating on the
axial pressure distribution, it is important to input a smooth initial
pressure distribution, For the present computations, the initial pres-
sure distribution was calculated using the actual geometry at and up-
stream of the throat and some effective inviscid nozzle wall downstream
of the throat, (Actually, the slope of the assumed inviscid nozzle wall
just downstream of the throat was matched to the nozzle wall half-angle
to produce a smooth wall in order to have a smooth pressure distribu-
tion.}) The simple program used to calculate the initial pressure dis-
tribution for the present computations is included in Appendix IV for
convenience of users where such an approximation is adequate,

The particular version of the code presented in Appendix IV uses
6%~ x3/2 for axisymmetric nozzles and 6™ ~ x for two-dimensional
nozzles. Although 6%~ x3/2 was not used to calculate the initial
pressure distribution for all axisymmetric nozzle computations pre-
sented herein, it appears to provide a reasonable approximation to
the variation of 6* in axisymmetric nozzles.

13
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Inasmuch as several wind tunnel and laser nozzles have conical
sections downstream of the throat and constant longitudinal radius of
curvature for the upstream converging portions, this general nozzle
geometry (which can be sufficiently described by the inputs AL.PHA
and XR) was considered in this investigation, However, subroutine
RAD can be easily modified to include any geometry, such as for
example contoured nozzles which were analyzed in Ref. 5 using the
same governing equations as used here,

3.3 SOME POSSIBLE COMPUTATIONAL DIFFICULTIES

The mass-transfer rate, or entrainment rate, across the E
boundary essentially governs the location of the edge of the boundary
layer., This technique of locating the edge of the boundary layer has
certain advantages in analyzing low-density nozzle flows; however, it
might also cause some difficulties if not handled correctly. The en-
trainment rate was calculated in the present investigation by evaluating
the momentum equation, Eq. (17), along a constant w line, denoted as
Wy, near the E boundary. This technique is discussed in Ref. 11, The
scheme requires the specification of the velocity along w = wg (where
wg was taken as 0. 9) at the next downstream station. This velocity is
denoted as uB and it is suggested in Ref. 11 that it be taken as
uB = 0.99 ug, where ug is the velocity at the edge of the boundary
layer at the next downstream station. (Note that U can be calculated
from the Euler equation since dp/dX is presumed known for the par-
ticular iteration.) It was found in the present work, however that
more flexibility could be obtained with the program if UR was taken
as ug = (USUP)Ug and USUP was input for each solution, The quantity
USUP provides a means of suppressing the outer edge of the boundary
layer which is advantageous in treating flows which are nearly merged.
For example, during the process of iterating on the axial pressure dis-
tribution, it was observed (Fig. 2, and also Ref, 5) that 6 resulting
from the first two 1terat10ns usually provided upper and lower bounds
on the final converged 5. Therefore, if the flow is sufflclently rare-
fied, the pressure dlstrlbutlon resulting from the thinnest 6 may be
such that the following iteration would predict a merged flow when in
fact the flow is not merged and could be calculated if a better guess for
the initial pressure distribution could be made. In some cases the
calculation of merged flow in the iteration process can be avoided by
using a small value of USUP (a value of 0, 99 is herein regarded as small
and 0,999 is regarded as large) to suppress the edge of the boundary
layer and prevent an indication of merging. The suppression seems to

14
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apply only to the outer edge of the layer and the calculated profiles over
most of the layer remain essentially unchanged. For this reason, the
converged §*, or pressure distribution, obtained using a small USUP
usually differs by a small amount from that obtained using a larger
USUP, say 0.995, After convergence is obtained using a small value
of USUP a final solution can be obtained using a larger value. The
value of 0, 99 for Ug/uE as suggested in Ref. 11 seems to excessively
suppress the boundary layer for the present internal flow calculations.
For most solutions reported herein, USUP was 0, 995,

The step-size along the X component was taken for most of the
solutions as 5 or 7,5 percent of the local wall radius. This step-size
was sufficiently small for most problems. However, if calculations
of properties in the nozzle throat region are of particular interest,
such as the nozzle wall heat-transfer rate, a smaller step-size may be
desirable,

In some applications where nozzle exit properties are of particu-
lar interest, it may be desirable to conserve computer time and use a
relatively large X component step-size. For such problems some diffi-
culties might be encountered in starting the solutions. Consider a
finite-difference form of Eqs. (19) and (20)

W =dp = Wr=dy + Fmyp=Fpmpy(p - xy) (24)

If Reg, p* and/or YSTART is small, then (¢yg-¢1)yu calculated from the
initial profile will be small. Depending on the initial profiles and flow
conditions, mp may be positive for the first few stations and therefore
(Yr-v1)D could be less than (yg-¢1)U for these first few stations and
might even become negative, To circumvent this difficulty one could
reduce the step-size (Xp-Xy). However, if this is not desirable in
view of computational time requirements, another approach is to in-
crease YSTART in order to increase (¢p-¢1)U at the first station. The
first few station solutions would consequently not be as accurate as
solutions obtained by using a small X step-size. Therefore, although
the solutions are started at the beginning of the converging portion of
the nozzle upstream of the throat, this technique of increasing YSTART
should be used with caution if accurate solutions (particularly proper-
ties which depend on derivatives near the wall such as heat-transfer
rate) in the throat region are required. As stated previously, a typical
value of YSTART was 0.5, The largest value of YSTART used to obtain
solutions was unity, but this depends on XR,

15
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Heat transfer and viscous effects change the effective nozzle throat
from the location corresponding to the actual geometric nozzle throat.
The subroutine NEWPPQ searches for the minimum effective nozzle
radius and uses it for the throat in calculating a one-dimensional pres-
sure distribution for the next iteration. However, if a sufficient num-
ber of solutions near the throat are not taken, then the true minimum
area and its location used in calculating a new pressure distribution
may not be accurately approximated. Then, the resulting dp/dX in the
throat region for the following iteration may not be smooth. In this
case, the error in dp/dX for each successive iteration would become
worse, This is especially a problem in solutions for flows which have
adiabatic or relatively hot nozzle walls. It is suggested that if the
injtial guess of the 6™ distribution is not a particularly good one, e.g.,
if the calculated 5* at the exit is not within 20 to 30 percent of the
assumed é*, then an improved pressure distribution should be calcu-
lated by the program in Appendix IV (or some similar method). This
ensures a smooth pressure distribution, and since convergence is, in
general, much faster in the throat region than further downstream
where the relative displacement thicknesses are larger, few, if any,
extra iterations are required.

Although areas have been pointed out where computational difficul-
ties have been encountered with this program, it should also be pointed
out that this numerical scheme is actually rather rugged, as for
example compared to the method of Ref. 5. It is in general not sensi-
tive to input conditions and seldom ''blows up. "

SECTION IV
NUMERICAL RESULTS

Solutions are presented in this section for typical nozzle configura-
tions which provide some indication of the effect of Re0 rf Y Pr, §,
w/To, a, transverse curvature, and two-dimensional Versus axisym-
metric flows. Table I (Appendix II) summarizes the conditions of the
solutions presented in this section.

Of particular interest in nozzle flows is the displacement thickness,
6%, By using 6% and the nozzle geometry, an effective inviscid nozzle
radius can be determined from which Mach number and other flow prop-
erties outside the boundary layer can be estimated. The displacement
thicknesses for Conditions 1 to 8 of Table I are presented in Figs. 3to 10,

16
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Solutions were started at the beginning of the converging portion of the
nozzles where z/r* = -3. However, Lo conserve computing time, ex-
tremely small step-sizes were not utilized for all the solutions in this
region (as discussed in Section III), and results are not presented in
Figs, 3 to 10 for z/r < -2, Some solutions were repeated, however,
with smaller step-sizes with no appreciable changes inthe results pre-
sented.

At least for some values of Reo, Fin Figs, 3 to 7 and 9 to 10,
negative displacement thicknesses were calculated in the throat region,
This is due to the relatively cool wall increasing the gas density and
hence the local mass flux near the wall, The adiabatic wall results
presented in Fig. 8 do not indicate negative 6~ for the same flow con-
ditions. Similar results concerning the calculation of negative 6™ have
been reported previously, e.g., Potter and Carden (Ref, 3) and
Whitfield and Lewis (Refs. 4 and 5).

Some indication of the effect of using various gases in a fixed nozzle
geometry with fixed flow conditions is provided in Figs. 3 to 5, The
specific heat ratio, Prandtl number, and power law viscosity variation
with temperature of Figs. 3 to 5 closely approximate the properties of
carbon dioxide (CO3), helium (He), and nitrogen (N2), respectively.

For example, by considering the nozzle exit displacement thickness for
Reg, r* = 104, one observes that, for the indicated flow condltlons, &
using He is about 200 percent of that when using COg, and 6" using Ng is
about 150 percent of that when using COs.

Results are presented in Figs. 5 and 6 for identical conditions
except for the nozzle wall half-angle., Figure 5 has a wall half-angle
of 10-deg, and Fig. 6 has a half-angle of 15 deg. [For the same geo-
metric area ratio, the expansion process is more rapid for the a = 15
deg nozzle than the @ = 10 deg, Also, the nozzle wall length for the
same area ratio is longer for the 10-degnozzle than for the 15-deg
nozzle. The result is to produce a larger exit 6" for the 10-deg nozzle
than for the 15-deg nozzle for the same geometrlc area ratio, For
Reg =3 x 103, the 10- -deg nozzle exit "~ is about 18 percent larger
than that of the 15- -deg nozzle,

It should be pointed out that although 5" is relatively small because
of the cool walls, 6 is not necessarily small, I'or example, in Fig, 5
for Re0 o = 103, the flow merges (i.e., the boundary layer completely
fills the nozzle) at a point where 6/r* =3, For these conditions,
6%/6 ~0(1/10). The ratio 6"/6 tends to increase with wall temperature.

17
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In general, the wall temperature seems to have a stronger effect on 5"
than on 6 (Ref. 4). In Figs. 5, 7, and 8 the effect of nozzle wall tem-
perature was investigated, with other conditions held constant, by con-
sidering Ty/To = 1/10, Ty/ T, = 1/3, and an adiabatic wall. For
Reg, p* = 104, the ratio 6%/ at the nozzle exit was 0.30, 0.48, and

0. 68 respectively.

The effect of Prandtl number was investigated by repeating the con-
ditions of Fig. 5 but with Pr = 1 in place of 5/7. The results are pre-
sented in Fig, 9. The displacement thickness was found to increase
for Pr = 1 by approximately 20 percent at the nozzle exit,

The conditions of Fig. 5 were also repeated using § = 1 in place
of § =2/3 to investigate the effect of the power law variation of vicosity
with temperature. For § = 1 the displacement thickness was found to
decrease by 20 to 25 percent below that for § = 2/3 (see Figs. 5 and 10),

Note that, since I = _T'gand T < 1, then the flow is more viscous for
§ =2/3 thanfor § =

Velocity and temperature profiles calculated with and without trans-
verse curvature terms are presented in Fig, 11 for Conditions 3 and 9
(Table I) with Re0 r¥=3x 103, Neglecting transverse curvature de-
creases the boundary layer thickness for internal flow. The effect of
transverse curvature is negligible for thin boundary layers, but may be
significant for thick boundary layers. Further results and discussion
concerning the effects of transverse curvature are reported in Ref, 5,

The displacement thicknesses of an axisymmetric and two-
dimensional nozzle are presented in Fig, 12. For each nozzle,
Ag /|A* = 5, and therefore, the two-dimensional nozzle is considerably
longer since o = 10 deg for each, The result is to produce a signifi-
cantly larger displacement thickness for the two-dimensional nozzle
than for the axisymmetric nozzle,

SECTION V
COMPARISONS WITH EXPERIMENTAL DATA AND
OTHER THEORETICAL RESULTS

Curves of Reo, r*/ (por* ) versus total temperature for various gases
are presented in Fig. 13 for the convenience of determining Reg, r*. The
viscosities used for all gases in Fig. 13 except carbon dioxide (CO2) are

18
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those given by Svehla (Ref. 14)., The viscosity of COg was taken from
Table 8.4-2 of Hirschfelder, Curtiss, and Bird (Ref. 15).

Highly viscous nozzle flows are usually associated with nozzles of
small physical size., The spatial resolution of experimental measure-
ments in such nozzles is obviously restricted, However, highly viscous
flows can also be produced in large nozzles if sufficiently large volume
flows can be pumped at low pressures, thereby permitting more detailed
investigations of the boundary layer. Such investigations are possible
in the Aerospace Research Chamber 10V in the VKF at AEDC., The
present and some previous calculation methods will be compared with
experimental data taken in Chamber 10V using a nominal Mach three
nozzle, denoted M3 nozzle. This is a 10-deg half-angle conical nozzle
with d* = 27 cm, dg = 76.2 em, and R = 11,2 em, The walls of this
nozzle were cooled with liquid nitrogen to maintain a constant nozzle
wall temperature of about 85%K,

Calculated and measured pitot pressure profiles at the nozzle throat
are presented in Fig, 14, Nitrogen was the test gas used for these and
all other experimental data presented in this report. The present results
are in good agreement with the results using the method of Ref. 5. The
calculated profiles are in relatively good agreement with the measured
profile for these conditions.

Calculated and measured pitot pressure profiles at the nozzle exit
are presented in Fig, 15. This calculation was performed using § = 2/3,
whereas some other results presented herein, e.g., Fig. 14, were ob-
tained using Sutherland's viscosity law for nitrogen. However, over the
temperature range of the experimental data taken in Chamber 10V, there
was negligible difference in the results using either viscosity variation
with temperature.

Present calculations are compared to calculations by the method of
Rae (Ref. 10) and experimental data in Figs. 16 and 17, The present
results are in relatively good agreement with the experimental data,
but Rae's method is found to overestimate the size of the viscous region
for these conditions. Results were also presented in Ref. 5 for the
conditions of Fig. 17. The calculated profile from Ref, 5 is almost
identical with the present result in Fig., 17 (see Ref. 5) and is not pre-
sented,

Pitot pressure profiles at about 7 throat radii downstream of the

M3 nozzle throat are presented in Fig. 18 for Req p* = 1170, A rela-
tive minimum exists at the nozzle centerline in the experimentally
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measured profile, and slight "humps'' or relative maximums exist near
the edge of the boundary layer. It should be pointed out that the exist-
ence of humps does not necessarily imply that the flow is non-
isentropic. Imagine a radial pitot pressure profile in an inviscid con-
toured supersonic nozzle which is sufficiently far downstream of the
throat to pass through a portion of the uniform parallel flow near the
centerline. Such a pitot profile would have lower values near the
nozzle centerline than near the wall because of the larger Mach num-
bers near the centerline. However, the matching of such an inviscid
flow with a realistic viscous flow requires the pitot pressure near the
wall to approach the local static pressure which is less than the center-
line pitot pressure. Therefore, it is not difficult to conceive of humps
in such a radial pitot profile because of the matching of inviscid and
viscous flow. This argument is based on flow in a contoured nozzle,

It is applied to the present case because the displacement thickness
effectively contours the nozzle. A more accurate approach of investi-
gating such flows would be to remove the present assumption of one-
dimensional inviscid flow outside the boundary layer and obtain more
accurate solutions, such as, inviscid method-of-characteristics solu-
tions. However, the pitot pressure profile is relatively well predicted
in Fig. 18, and for this work, the assumption of one-dimensional in-
viscid flow outside the boundary layer is considered acceptable.

Just as radial pitot profiles with humps do not necessarily imply
that the flow is non-isentropic, a flat radial profile does not necessarily
imply that the flow is isentropic. Consider the pitot pressure data in
Fig. 19, Both the calculated and measured profiles are relatively flat
for y/ry, larger than about 0.7, However, in this case the pitot pro-
file is not a good measure of the extent of the nozzle wall viscous
effects as shown in Fig, 20. From Fig, 20, the boundary-layer thick-
ness as estimated from the pitot profile is about 55 percent of the nozzle
radius, whereas it is calculated to be actually over 80 percent. The
pitot profile for the case in Fig. 20 implies that 20 percent of the cross-
sectional area of the nozzle at this point is core flow, whereas actually
less than 4 percent is core flow, The reason a pitot profile might lead
one astray is associated with the temperature or thermal boundar
layer since pitot pressure depends, among other things, on u/(T) /2,
The velocity variation is usually well behaved and fairly accurately
predicted by simple analytical expressions based on boundary-layer
thickness (Ref, 4); however, this is not the case with the thermal
boundary layer. The temperature variation depends not only on local
wall and edge values and gradients but also on the upstream conditions.
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Therefore, some consideration should be given to the temperature vari-
ation in order to place limits-of-confidence on the use of pitot pressure
as an indication of the nozzle wall viscous effects,

Carden (Ref. 16) measured local heat-transfer coefficients in an
axisymmetric nozzle for Reg p* = 5 x 103, The experimental data
were compared with calculated heat-transfer coefficients in Refs, 5
and 16. However, Whitfield made a mistake in Ref. 5 and presented
solutions for r™ = 0,262 cm instead of d* = 0.262 cm (0. 103 in,) which
corresponds to the actual nozzle throat dimension. Because of this
error, the calculated heat-transfer coefficients (Ref. 5) from the
iterated solutions were significantly below the experimental data of
Carden (Ref, 16). Heat-transfer coefficients were calculated using
the present method but with the inappropriate throat dimension of
r* = 0,262 cm, and good agreement was obtained with the calculated
results of Ref. 5. Results were also obtained with the present method
using the proper throat dimension of d* = 0,262 cm, and good agree-
ment with the experimental data was obtained as shown in Fig. 21,
Also, in Fig. 21 are results from two of the methods Carden (Ref. 16)
used for calculating the heat-transfer coefficient and one solution from
Ref. 5. Although the result from Ref. 5 which is presented in Fig, 21
was not iterated to include the higher-order displacement effect, the
result was obtained using the pressure distribution corresponding to the
proper nozzle geometry and, therefore, is included in Fig, 21, This
result from Ref, 5 is in relatively good agreement with the present
result, All calculation methods underestimate the most upstream un-
corrected experimental data point in Fig. 21, However, Carden points
out that radiation from the arc used to heat the gas could increase the
total heat-transfer rate to this portion of the nozzle, No corrections for
radiation heat transfer were made to the experimental data.

It might be pointed out that the heat-transfer rate printed out in the
present program, denoted as AJI(1), is equal to qw/(poHo3/2).
Although made dimensionless, the numerical scheme used in Ref, 11 to
calculate AJI(1) is retained in the present code in subroutine WALL,

SECTION VI
CONCLUSIONS

The present results were shown to be in good agreement with re-
sults from the method of Ref, 3., Although it was noted during the pres-
ent investigation that more axial stations were required using the
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present program than that of Ref, 5 to obtain the same degree of accu-
racy (presumably this is due to the transformation variables used in
Ref., 5, which are advantageous for thin boundary layers but disadvan-
tageous for thick internal boundary layers), the present program is
much smaller, faster and easier to use. Comparisons with results
from Rae's method (Ref. 10) and experimental data indicated the pres-
ent method to be more accurate than Rae's for the conditions considered.
It should be remembered, however, that the present work is not applic-
able to merged flows without modification, whereas Rae's method is
more applicable to merged flows.

Consistent agreement was obtained between the present results
and experimental data., Except for the heat-transfer data, the experi-
mental data were taken in a relatively large nozzle where the boundary
layer could be accurately probed, Similar agreement was obtained in
Ref. 2 where extensive data were obtained in small nozzles,
r*~0 (0.1 cm). The numerical method used in Ref, 2 was developed
by Mayne (Ref, 2), as stated previously, and differs from the original
Patankar and Spalding method (Ref. 11) primarily in the numerical
scheme near the wall,

The present method has not been modified for use in nozzle design;
however, it is a straightforward matter to make such a modification
(see Ref, 5). To design a nozzle, a new nozzle geometry, ry(x), is
calculated from the displacement thickness from each iteration, and
the new geometry is used for the next iteration while the desired axial
pressure distribution is maintained for each iteration. It was found in
Ref. 5 that convergence was, in general, more rapid in iterating on
the nozzle geometry than on the axial pressure distribution,
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